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Model and real life

 So, we collected the data – we are going to be interested in a procedure, which 
basing on the observed variation gives the best value (we could also ask about the 
range of values) for the corresponding underlaying model parameter(s)

 Again, using the stat lingo we want to get the best possible estimate of the value of 
the parameter(s)

 That is what the point estimation is all about

 BTW, it may also be useful to estimate the range of „good” parameter values – that 
is yet another story called estimation with confidence – we are going to look at this 
next time!
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 Let’s set a generic procedure using this simple example

 First, we pick the parameter to be estimated

 Next, we need to collect data and compute a sampling statistics using a formula 
corresponding to the parameter we are interested in

 In our example that is a sample mean

 This, in turn, we call an estimator of true parameter, in our case this would be: 𝜇𝜇 → �𝑋𝑋 =
�̂�𝜇 (we use the caret symbor "^")

 Remember – the estimator is a random variable, for different sample we are going to 
get different value

 The estimator will follow its own distribution – sampling distribution of the estimator

Point Estimators-remainder

�𝑋𝑋 =
𝑋𝑋1 + 𝑋𝑋2 + ⋯+ 𝑋𝑋𝑛𝑛

𝑛𝑛
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Short recap

 We learned about parameter(s) point estimation

 We set up a general recipe and considered some more intuitive and some not so 
intuitive examples (slopes)

 We discussed two methods that are popular and often used when estimation 
theory is needed:
 Least squares
 Method of moments
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 We also learned about bias and efficiency of the estimators, which 
are related not to the obtained values from the samples but rather 
to the formulas that represent the said estimators.

 We want small bias (systematic error): 𝑏𝑏 = 𝐸𝐸 �̂�𝜃 − 𝜃𝜃

 We want a small variance (statistical error): 𝑉𝑉(�̂�𝜃)

small bias & variance are in general conflicting criteria



Maximum Likelihood Estimation (MME)
 Let’s begin our tale on the Maximum Likelihood technique then

 Consider a R.V. 𝑋𝑋 that is described by a P.D.F. 𝑓𝑓(𝑥𝑥). The support set 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓) = {
}

𝑥𝑥 ∈ 𝑋𝑋, 𝑓𝑓 𝑥𝑥 ≠
0 is also the sample space. Then we take 𝑛𝑛 independent observations which form a data sample 
𝒙𝒙(1) = 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛 . Now, we can take another sample, and another, and… 

 By this „innocent” operation, we redefined the sample space to be a space of all 𝑛𝑛 − dim vectors 
�⃗�𝑥(𝑖𝑖) and the first experiment is just a single measurement in that space

 Now, something very important, by our assumption of I.D.R.V. and independence we can 
construct a joint P.D.F.

 If the sample is large this formula is seemingly complicated but remember each R.V. is identically 
distributed!

 This is the function with the data obtained and regard it as a function of the parameters. It is
called the likelihood function:

𝑓𝑓�⃗�𝑥(1) 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛|𝜃𝜃 = 𝑓𝑓 𝑥𝑥1|𝜃𝜃 𝑓𝑓 𝑥𝑥2|𝜃𝜃 ⋯𝑓𝑓 𝑥𝑥𝑛𝑛|𝜃𝜃
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𝐿𝐿 𝜃𝜃 = 𝑃𝑃( ⁄�⃗�𝑥 𝜃𝜃)



Maximum Likelihood Estimation (MLE)

 Before an experiment is performed the outcome is unknown.

 Probability allows us to predict unknown outcomes based on known parameters:

for example:

 After the experiment is performed the outcome is known.

 Now we talk about the likelihood that a parameter would generate the observed 
data:

like here: 𝑃𝑃( ⁄𝑠𝑠 𝑛𝑛, 𝑥𝑥 )= 𝑛𝑛
𝑥𝑥 𝑠𝑠𝑥𝑥 1 − 𝑠𝑠 𝑛𝑛−𝑥𝑥

so:

𝑃𝑃( ⁄𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝜃𝜃)

𝑃𝑃( ⁄𝑥𝑥 𝑛𝑛,𝑠𝑠 )= 𝑛𝑛
𝑥𝑥 𝑠𝑠𝑥𝑥 1 − 𝑠𝑠 𝑛𝑛−𝑥𝑥

𝑃𝑃( ⁄𝜃𝜃 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)

𝑃𝑃 ⁄𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝜃𝜃 = 𝑃𝑃( ⁄𝜃𝜃 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)

Estimation proceeds by finding the value 𝜃𝜃 of that makes the observed data most likely
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Likelihood Ratio Test (LRT)

Example: Ratio of Likelihoods – comparison of hypothesis

A.Lenda
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Maximum Likelihood Estimation (MLE)

 The game is still the same: using the observed 𝑥𝑥𝑖𝑖 we want to infer the properties of the 

parent P.D.F. (its parameters). We already seen, that by constructing special functions of R.V.s 

we can estimate parameters

 Here, these functions (statistics) are called estimators (e.g. the sample mean)

 One more thing – we need to propose a hypothesis regarding the concrete form of the 

parent function in a form

 Then, when taking the data sample we can use our joint P.D.F. to evaluate the probability of 

observing this particular sample as (let’s take the discrete case for starters):

𝑓𝑓 = 𝑓𝑓 �⃗�𝑥|�⃗�𝜃 , �⃗�𝑥 = 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛 , �⃗�𝜃 = 𝜃𝜃1,𝜃𝜃2, … ,𝜃𝜃𝑛𝑛

𝑠𝑠 𝑋𝑋1 = 𝑥𝑥1, … ,𝑋𝑋𝑛𝑛 = 𝑥𝑥𝑛𝑛|𝜃𝜃 = 𝑓𝑓 𝑥𝑥1|𝜃𝜃 ⋯𝑓𝑓 𝑥𝑥𝑛𝑛|𝜃𝜃 = �
𝑖𝑖
𝑓𝑓 𝑥𝑥𝑖𝑖|𝜃𝜃

ℒ = �
𝑖𝑖
𝑓𝑓 𝑥𝑥𝑖𝑖|𝜃𝜃 Likelihood function
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Statement of the MLE

 When a sample of 𝑛𝑛 independent and I.D.R.V. is collected it is possible to construct the likelihood 
function of unknown parameter 𝜃𝜃 for the random sample �⃗�𝑥(1), the value �̂�𝜃 of the unknown 
parameter at which the likelihood is maximised is called the maximum likelihood estimator for 
that parameter

 And for the C.R.V. we get pretty much the same but now we need to formally requested that the 
value observed during the experiment is within an interval 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑖𝑖 + 𝑑𝑑𝑥𝑥𝑖𝑖 , and the prob.:

 Since any of the 𝑑𝑑𝑥𝑥𝑖𝑖 do not depend on parameter, we are going to end up with the same likelihood 
function!

 Note, that the intuitive reasoning here is as follow: if the P.D.F. we proposed is the correct one we 
should observe a high probability for observing the sample for the right value of 𝜃𝜃

𝑠𝑠 𝑥𝑥𝑖𝑖 ∈ 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑖𝑖 + 𝑑𝑑𝑥𝑥𝑖𝑖 , … |𝜃𝜃 = 𝑓𝑓 𝑥𝑥1|𝜃𝜃 𝑑𝑑𝑥𝑥1 ⋯𝑓𝑓 𝑥𝑥𝑛𝑛|𝜃𝜃 𝑑𝑑𝑥𝑥𝑛𝑛 = �
𝑖𝑖
𝑓𝑓 𝑥𝑥𝑖𝑖|𝜃𝜃 𝑑𝑑𝑥𝑥𝑖𝑖
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 Now, with such intuitive interpretation, the ML estimator(s) for the parameter(s) are 
defined as those that maximise the likelihood function (we silently assumed that ℒ
is differentiable): 

𝜕𝜕ℒ
𝜕𝜕𝜃𝜃𝑗𝑗

= 0, 𝑗𝑗 = 1,2, … ,𝑚𝑚
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Statement of the MLE
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 Ok, now we are finished! Just a short note on the properties of the ML estimators 
(MLEs)

 It can be shown that the MLE are often unbiased: 𝐸𝐸 �̂�𝜃 = 𝜃𝜃, or at least 
asymptotically unbiased: 𝐸𝐸 �̂�𝜃 → 𝜃𝜃,𝑛𝑛 → ∞

 MLEs are consistent: 𝑉𝑉 �̂�𝜃 → 0,𝑛𝑛 → ∞

 MLEs are asymptotically normally distributed (this feature now pertains to the 
sampling distribution of the estimators, we know that it is important – remember 
that when we start talking about statistical tests)
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Example – geometric P.D.F.

 We are going to discuss the properties of the ML using several examples. Let’s start 
with an easy one

 Some phenomena is known to be governed by a geometric density function:

A random sample of three observations was taken: �⃗�𝑥 = 3, 4, 8

 The likelihood function is then:

 A technical note: it is much easier to handle sums than products, especially when 
differentiation is required:

𝓛𝓛 𝜽𝜽|𝒙𝒙 = 𝑠𝑠 3, 𝜃𝜃 � 𝑠𝑠 4,𝜃𝜃 � 𝑠𝑠 8,𝜃𝜃 =

= 1 − 𝜃𝜃 3−1𝜃𝜃 � 1 − 𝜃𝜃 4−1𝜃𝜃 � 1 − 𝜃𝜃 8−1𝜃𝜃 = ⋯ = 1 − 𝜃𝜃 12𝜃𝜃3

ℒ 𝜃𝜃|�⃗�𝑥 = �
𝑖𝑖
𝑓𝑓 𝑥𝑥𝑖𝑖|𝜃𝜃 → ln ℒ 𝜃𝜃|�⃗�𝑥 = �

𝑖𝑖
𝑓𝑓 𝑥𝑥𝑖𝑖|𝜃𝜃

ln ℒ 𝜃𝜃|�⃗�𝑥 = 12 � ln 1 − 𝜃𝜃 + 3 � ln𝜃𝜃 →
𝑑𝑑 lnℒ
𝑑𝑑𝜃𝜃

= 0
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𝑠𝑠 𝑥𝑥,𝜃𝜃 = 1 − 𝜃𝜃 𝑥𝑥−1𝜃𝜃, 𝑥𝑥 = 1, 2, …



Example – geometric P.D.F.

 For the record we can write out both ways

 The log likelihood much more „user friendly”

 We know, that in case of the geometric distribution 𝑓𝑓(𝑥𝑥; 𝑠𝑠) its mean value can be used to estimate 
the 𝑠𝑠:

 So, using the method of moments, we get the same result:

𝑑𝑑 lnℒ
𝑑𝑑𝜃𝜃

= −
12

1 − 𝜃𝜃
+

3
𝜃𝜃
→ �̂�𝜃 = 0.2

𝑑𝑑 ℒ
𝑑𝑑𝜃𝜃

= −12 � 1 − 𝜃𝜃 11 � 𝜃𝜃3 + 3 � 1 − 𝜃𝜃 12 � 𝜃𝜃2 → �̂�𝜃 = 0.2

𝐸𝐸 𝑥𝑥 =
1
𝑠𝑠
→ �̂�𝑠 =

1
𝐸𝐸 𝑥𝑥

, 𝑥𝑥 ∈ 𝑁𝑁,𝑠𝑠 ≡ 𝜃𝜃

𝐸𝐸 𝑥𝑥 =
3 + 4 + 8

3
=

15
3

= 5, �̂�𝑠 =
1
5

= 0.2
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Exponential distribution

 Let’s try to find a maximum of exponential distribution 𝑓𝑓 𝑑𝑑; 𝜏𝜏 = 1
𝜏𝜏
𝑒𝑒−

𝑡𝑡
𝜏𝜏

 Try guessing: �̂�𝜏 = 1
𝑛𝑛
∑𝑡𝑡 𝑑𝑑𝑖𝑖

 Now set:
𝑑𝑑 lnℒ 𝜏𝜏; 𝑑𝑑

𝑑𝑑𝜏𝜏
= 0

 Compare to Monte Carlo test – generation of 50 values
with  𝜏𝜏 = 1

�̂�𝜏 = 1.062
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Exponential distribution

 It is a very common practice to model spontaneous particle decays using exponential model, say 
we did an experiment and observed n decays obtaining a sample 𝑑𝑑(1) = 𝑑𝑑1, 𝑑𝑑2, … , 𝑑𝑑𝑛𝑛

 We attempt to describe the variability of measured times 𝑑𝑑𝑖𝑖 using the following formula

 The likelihood function:

 And finally we get: �̂�𝜏 = 1
𝑛𝑛
∑𝑡𝑡 𝑑𝑑𝑖𝑖 - just the same as for the method of moments!

𝑓𝑓 𝑑𝑑; 𝜏𝜏 =
1
𝜏𝜏
𝑒𝑒−

𝑡𝑡
𝜏𝜏,𝐸𝐸 𝑓𝑓 = 𝜏𝜏

ℒ 𝜏𝜏; 𝑑𝑑 =
1
𝜏𝜏
𝑒𝑒−

𝑡𝑡1
𝜏𝜏 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡2
𝜏𝜏 ⋯

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑛𝑛
𝜏𝜏 =

1
𝜏𝜏𝑛𝑛
𝑒𝑒− ∑𝑖𝑖

𝑡𝑡𝑖𝑖
𝜏𝜏

lnℒ 𝜏𝜏; 𝑑𝑑 = ln
1
𝜏𝜏𝑛𝑛

−�
𝑖𝑖

𝑑𝑑𝑖𝑖
𝜏𝜏

= 𝑛𝑛 � ln
1
𝜏𝜏
−�

𝑖𝑖

𝑑𝑑𝑖𝑖
𝜏𝜏

= �
𝑖𝑖

ln
1
𝜏𝜏
−
𝑑𝑑𝑖𝑖
𝜏𝜏

𝑑𝑑 lnℒ 𝜏𝜏; 𝑑𝑑
𝑑𝑑𝜏𝜏

= �
𝑖𝑖

𝑑𝑑𝑖𝑖
𝜏𝜏2
−

1
𝜏𝜏

=
𝑛𝑛
𝜏𝜏
�

𝑖𝑖

𝑑𝑑𝑖𝑖
𝜏𝜏
− 1 = 0
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Exponential distribution

 It is also very instructive to check for the possible biases in our estimator – let’s 
evaluate its expectation value:

 This formula may look a bit intimidating, but it is not so bad, let’s take a detailed 
look at the case with just two time values

 Not so bad!

𝐸𝐸 �̂�𝜏 𝑑𝑑1, 𝑑𝑑2, … , 𝑑𝑑𝑛𝑛 = �⋯� �̂�𝜏 𝑑𝑑1, 𝑑𝑑2, … , 𝑑𝑑𝑛𝑛 � 𝑓𝑓joint 𝑑𝑑1, 𝑑𝑑2, … , 𝑑𝑑𝑛𝑛; 𝜏𝜏 �
𝑖𝑖
𝑑𝑑𝑑𝑑𝑖𝑖

= �⋯� �̂�𝜏 𝑑𝑑1, 𝑑𝑑2, … , 𝑑𝑑𝑛𝑛 �
1
𝜏𝜏
𝑒𝑒−

𝑡𝑡1
𝜏𝜏 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡2
𝜏𝜏 ⋯

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑛𝑛
𝜏𝜏 �

𝑖𝑖
𝑑𝑑𝑑𝑑𝑖𝑖 =

=
1
𝑛𝑛
�

𝑖𝑖
�𝑑𝑑𝑖𝑖

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑖𝑖
𝜏𝜏 𝑑𝑑𝑑𝑑𝑖𝑖�

𝑗𝑗≠𝑖𝑖
�

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑗𝑗
𝜏𝜏 𝑑𝑑𝑑𝑑𝑗𝑗 =

1
𝑛𝑛
�

𝑖𝑖
𝜏𝜏 = 𝜏𝜏

𝑑𝑑 = 𝑑𝑑1, 𝑑𝑑2 ,𝑛𝑛 = 2

𝐸𝐸 �̂�𝜏 𝑑𝑑1, 𝑑𝑑2 = ��
1
𝑛𝑛
𝑑𝑑1 + 𝑑𝑑2 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡1
𝜏𝜏 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡2
𝜏𝜏 𝑑𝑑𝑑𝑑1𝑑𝑑𝑑𝑑2
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Exponential distribution

 Let’s expand the sum

 In each component there will be exactly one element with matching exponent this is how we 
obtained the third line on the previous slide. Also, the respective measurements are 
independent and we can separate integrals now:

 Here, 𝑖𝑖 = 1,2 and the product will have just one component

 Let’s think about integrating this: we are going to have two cases: ∫𝑥𝑥𝑒𝑒𝑥𝑥𝑑𝑑𝑥𝑥 (integration by 
parts) and ∫ 𝑒𝑒𝑥𝑥𝑑𝑑𝑥𝑥

𝐸𝐸 �̂�𝜏 𝑑𝑑1, 𝑑𝑑2

= ��
1
𝑛𝑛
𝑑𝑑1 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡1
𝜏𝜏 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡2
𝜏𝜏 𝑑𝑑𝑑𝑑1𝑑𝑑𝑑𝑑2 +

1
𝑛𝑛
�

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡1
𝜏𝜏 � 𝑑𝑑2

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡2
𝜏𝜏 𝑑𝑑𝑑𝑑1𝑑𝑑𝑑𝑑2

𝐸𝐸 �̂�𝜏 𝑑𝑑1, 𝑑𝑑2 =
1
𝑛𝑛
�

𝑖𝑖
�𝑑𝑑𝑖𝑖

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑖𝑖
𝜏𝜏 𝑑𝑑𝑑𝑑𝑖𝑖�

𝑗𝑗≠𝑖𝑖
�

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑗𝑗
𝜏𝜏 𝑑𝑑𝑑𝑑𝑗𝑗

Statistics - Computer Science AGH University of Krakow 17



Exponential distribution

 The latter: ∫ 𝑒𝑒𝑥𝑥𝑑𝑑𝑥𝑥 → 𝑥𝑥 = − 𝑡𝑡𝑖𝑖
𝜏𝜏

,𝑑𝑑𝑥𝑥 = −1
𝜏𝜏
𝑑𝑑𝑑𝑑𝑖𝑖 ,𝑑𝑑𝑑𝑑𝑖𝑖 = −𝜏𝜏𝑑𝑑𝑥𝑥

 Integration will yield: 𝐼𝐼 = −𝑒𝑒−
𝑡𝑡𝑖𝑖
𝜏𝜏 |0∞ = −𝑒𝑒−

∞
𝜏𝜏 + 𝑒𝑒−

0
𝜏𝜏 = 1

 And the former: −𝜏𝜏𝑒𝑒−
𝑡𝑡𝑖𝑖
𝜏𝜏

𝑡𝑡𝑖𝑖
𝜏𝜏

+ 1 |0∞ = 𝜏𝜏

 We get after plug in these results:

 The point here is that the ML estimator for an exponential distribution is not biased 
– that is, if we are after 𝜏𝜏.

𝐸𝐸 �̂�𝜏 𝑑𝑑1, 𝑑𝑑2 =
1
𝑛𝑛
�

𝑖𝑖
𝜏𝜏 � 1 = 𝜏𝜏
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Functions of ML estimators

 What would happen, if instead of the mean life-time we would be interested in its 
reciprocal (called decay constant): 𝜆𝜆 = 1

𝜏𝜏
?

 In this case we can treat the 𝜆𝜆 as a function of our model parameter, if we represent 
such function in general as 𝜔𝜔, the likelihood maximisation formula will be as follow:

 Or in words: we can evaluate the ML estimator for any function of the original 
estimator just by inserting the original estimator in

𝑑𝑑ℒ 𝜃𝜃|�⃗�𝑥
𝑑𝑑𝜃𝜃

=
𝜕𝜕ℒ 𝜃𝜃|�⃗�𝑥
𝜕𝜕𝜔𝜔

𝜕𝜕𝜔𝜔
𝜕𝜕𝜃𝜃

= 0

𝜕𝜕ℒ 𝜃𝜃|�⃗�𝑥
𝜕𝜕𝜃𝜃

= 0 →
𝜕𝜕ℒ 𝜃𝜃|�⃗�𝑥
𝜕𝜕𝜔𝜔

= 0,
𝜕𝜕𝜔𝜔
𝜕𝜕𝜃𝜃

≠ 0

�𝜔𝜔 = 𝜔𝜔 �̂�𝜃 �̂�𝜆 =
1
�̂�𝜏

=
𝑛𝑛

∑𝑖𝑖 𝑑𝑑𝑖𝑖
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Normal distribution

 Similar analysis can be performed for the normal distribution to estimate its 
mean and variance (this time we are not going to do the exact calculations just 
cite the results, again you are encouraged to repeat them)

 The log likelihood function for 𝒩𝒩 𝑥𝑥; 𝜇𝜇,𝜎𝜎2 :

 The minimisation will give us:

 ML estimator for the 𝒩𝒩 𝑥𝑥; 𝜇𝜇,𝜎𝜎2 variance is biased

lnℒ 𝜇𝜇,𝜎𝜎2 = �
𝑖𝑖

ln
1
2𝜋𝜋

+
1
2

ln
1
𝜎𝜎2

−
𝑥𝑥𝑖𝑖 − 𝜇𝜇 2

2𝜎𝜎2

�𝜇𝜇 =
1
𝑛𝑛
�

𝑖𝑖
𝑥𝑥𝑖𝑖 , �𝜎𝜎2 =

1
𝑛𝑛
�

𝑖𝑖
𝑥𝑥𝑖𝑖 − �𝜇𝜇 2

𝐸𝐸 �𝜇𝜇 = 𝜇𝜇,𝐸𝐸 �𝜎𝜎2 = 𝐸𝐸
1
𝑛𝑛
�

𝑖𝑖
𝑥𝑥𝑖𝑖 − �𝜇𝜇 2 = 𝐸𝐸 𝑥𝑥𝑖𝑖2 − 2𝐸𝐸 𝑥𝑥𝑖𝑖 �𝜇𝜇 + 𝐸𝐸 �𝜇𝜇2

𝐸𝐸 �𝜎𝜎2 =
𝑛𝑛 − 1
𝑛𝑛

𝜎𝜎2
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The MLE’s distribution becomes Gaussian
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The MLE’s distribution becomes Gaussian

 Distribution of MLE exponential parameter



Variance of ML estimators

 So far our procedure of ML estimation requires to collect a data sample and make a 
hypothesis for the P.D.F. 𝑓𝑓 𝑥𝑥,𝜃𝜃

 If we keep repeating experiments we also get different values for the estimated 
parameters – sampling distribution

 That would be the way to analyse the properties of this S.D.o.E. (sampling 
distribution of estimator) and evaluate its variance

 One approach, called analytic method, would be to just make an exact 
computations, for instance the exponential model would give us:

𝑉𝑉 �̂�𝜏 = 𝐸𝐸 �̂�𝜏2 − 𝐸𝐸 �̂�𝜏 2

= �⋯�
1
𝑛𝑛
�

𝑖𝑖
𝑑𝑑𝑖𝑖

2

�
1
𝜏𝜏
𝑒𝑒−

𝑡𝑡1
𝜏𝜏 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡2
𝜏𝜏 ⋯

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑛𝑛
𝜏𝜏 �

𝑖𝑖
𝑑𝑑𝑑𝑑𝑖𝑖

− �⋯�
1
𝑛𝑛
�

𝑖𝑖
𝑑𝑑𝑖𝑖 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡1
𝜏𝜏 �

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡2
𝜏𝜏 ⋯

1
𝜏𝜏
𝑒𝑒−

𝑡𝑡𝑛𝑛
𝜏𝜏 �

𝑖𝑖
𝑑𝑑𝑑𝑑𝑖𝑖 =

𝜏𝜏2

𝑛𝑛
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Variance of ML estimators –MC method
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Variance of ML estimators

 The result above is universal in a sense, the variance of the sample mean is 1/𝑛𝑛
times smaller than the variance of P.D.F. used to model the variation of 𝑑𝑑 R.V.

 Since our result depends on an unknown parameter 𝜏𝜏 we need to use our 
estimated value to calculate the variance:

 Formally, we used the transformation invariance property of the ML estimators

 So, how should one interpret an experimental result like this:

 Here, the ML estimate is 12.38 and the statistical uncertainty means that if the 
experiment would be repeated many times, the standard deviation of its S.D.o.E. 
would be 0.72

𝜎𝜎�𝜏𝜏2 =
𝜏𝜏2

𝑛𝑛
→ 𝜎𝜎�𝜏𝜏2 =

�̂�𝜏2

𝑛𝑛
,𝜎𝜎�𝜏𝜏 =

�̂�𝜏
𝑛𝑛

𝜏𝜏 = 12.38 ± 0.72
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Variance of ML estimators

 And what if we do not know, even in principle, the P.D.F. (say we are looking for a new 
phenomena)?

 We could use the following reasoning, let’s start with expanding the likelihood function in a 
Taylor series about the estimate �̂�𝜃:

 We also define:

 Since, the first derivative by definitione should be zero for the estimate and lnℒ �̂�𝜃 = lnℒ𝑀𝑀𝑀𝑀𝑥𝑥

lnℒ 𝜃𝜃 = lnℒ �̂�𝜃 +
𝜕𝜕lnℒ
𝜕𝜕𝜃𝜃 𝜃𝜃=�𝜃𝜃

𝜃𝜃 − �̂�𝜃 +
𝜕𝜕2lnℒ
𝜕𝜕𝜃𝜃2 𝜃𝜃=�𝜃𝜃

𝜃𝜃 − �̂�𝜃 2 + ⋯

�𝜎𝜎𝜃𝜃2 =
−1
𝜕𝜕2lnℒ
𝜕𝜕𝜃𝜃2 𝜃𝜃=�𝜃𝜃

lnℒ �̂�𝜃 = lnℒ𝑀𝑀𝑀𝑀𝑥𝑥 −
𝜃𝜃 − �̂�𝜃 2

2�𝜎𝜎�𝜃𝜃
2
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Variance of ML estimators – graphical method

 What is the effect of varying this formula by one standard deviation?

lnℒ �̂�𝜃 ± �𝜎𝜎�𝜃𝜃 = lnℒ𝑀𝑀𝑀𝑀𝑥𝑥 −
1
2

{ {
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In order to obtain �𝜎𝜎�𝜃𝜃 , 
change 𝜃𝜃 away from �̂�𝜃 until 

lnℒ decreases by 1
2
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Variance of ML estimators – graphical method

http://www.agh.edu.pl/
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